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ABSTRACT
With the greater availability of linguistic data from public social
media platforms and the advancements of natural language pro-
cessing, a number of opportunities have arisen for researchers to
analyse this type of data. Research efforts have mostly focused on
detecting the polarity of textual data, evaluating whether there
is positive, negative or sometimes neutral content. Especially the
use of neural networks has recently yielded significant results in
polarity detection experiments. In this paper we present a more
fine-grained approach to detecting sentiment in textual data, par-
ticularly analysing a corpus of suicide notes, depressive notes and
love notes. We achieve a classification accuracy of 71.76% when
classifying based on text and sentiment features, and an accuracy
of 69.41% when using the words present in the notes alone. We
discover that while emotions in all three datasets overlap, each
of them has a unique ‘emotion profile’ which allows us to draw
conclusions about the potential mental state that is reflects. Using
the emotion sequences only, we achieve an accuracy of 75.29%. The
results from unannotated data, while worse than the other models,
nevertheless represent an encouraging step towards being able to
flag potentially harmful social media posts online and in real time.
We provide a high-level corpus analysis of the data sets in order to
demonstrate the grammatical and emotional differences.
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1 INTRODUCTION
Microblogging has become increasingly popular across a range of
different social media platforms. Whilst there has been a lot of focus
on opinion mining for consumer products [59] there has also been a
surge of sentiment analysis (SA) and emotion detection for mental
health purposes [44]. The amount of data created through social
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media platforms such as Twitter is almost exceeding 140 million
tweets a week1, which allows a unique insight into how Twitter
users feel or behave [26]. Other social media platforms such as
Facebook have launched online campaigns that encourage its users
to report other users they might be concerned about.2 The main
area of focus for many of these campaigns have been depression
or suicidal feelings expressed by social media users through posts
or tweets.3 It has been argued by many active in the research area
that there is a great need of being able to detect mental states such
as suicidal tendencies online [30]. Young people particularly are at
risk, with suicide being the second leading cause of deaths for those
aged 15 to 29.4 In addition to that there has been a trend recognised
that people leave their suicide notes on social media platforms
[11]. Furthermore it has been found that especially people aged
16-24 year old and 25-34 year old are most active on social media
platforms like Twitter[23].

It has been argued in previous research that our drive or moti-
vation affects the way in which we communicate and therefore it
is believed that our spoken and written language represents those
shifting psychological states [51]. This argument has been taken
further by [28] who suggested that there is a shift in ones linguistic
expression due to the aroused cognitive state suicidal individuals
experience. Previous work in analysing suicide notes has focused
significantly on identifying hand-crafted features that distinguish
suicide notes from either forged suicide notes [43] or other types
of text [52].

In this paper we extend the study in [61] and show that similar
results can be achieved using deep learning models that work on
the word-level alone, i.e. without the requirement for hand-labelled
data. We achieve a classification accuracy of 69.41% distinguishing
suicide notes, depressive and love notes based only on the words
occurring in the notes without further annotation. This is in com-
parison to earlier work that achieved 86.6 using Logistic Regression
and hand-annotated linguistic and sentiment features. We find that
using attention and pre-trained word embeddings make a signifi-
cant contribution to classification accuracy. Furthermore, we show
that annotating the data for sentiment features increases accuracy
further to 71.76%. Additionally, we find that classifying emotion
based on the sequence they occur in each note yields an accuracy
of 75.29%, which gives us insight into the emotional journey of the
note writer. Finally, we use the genuine suicide notes corpus for
comparison in our feature analysis in order to demonstrate the sig-
nificant grammatical and emotional differences compared to other
types of discourse online.

1TwitterStats
2SafeFacebook
3FacebookSuicide
4WHOStats
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2 RELATEDWORK
Previous work has explored a range of approaches in classifying
sentiment from corpora.

2.1 Sentiment Analysis
In recent years a lot of research has focused on detecting the po-
larity of textual data within the field of sentiment analysis, mainly
aiming to do binary classification by detecting positive or negative
sentiment in text [22]. Other work has taken sentiment analysis
into other directions such as looking at emotion intensity where
the main goal is to classify the intentsity of an emotion felt by
user in a tweet [48]. Some of the most commonly used methods
for polarity detection include frameworks such as SenticNet [21],
SentiWordNet [13] or LIWIC [54]. One of the most popular resource
for collecting data from social media is Twitter and a shared task
has been dedicated to it with 48 teams participating in 2017 [58].
This trend has also spilled over into other research fields such as
psychology. Using Twitter as a resource to detect different men-
tal health conditions has become more relevant over recent years.
Some work has focused on detecting mental health signals related
to conditions such as bipolar disorder, major depressive disorder,
post-traumatic-stress disorder and seasonal affective disorder [25].
In their work [50] have looked extensively at the which features
are relevant when classifying depression in tweets.

Statistical approaches to SA encompasses both traditional ma-
chine learning techniques such as Support Vector Machines [66] as
well as deep learning models [57]. Statistical approaches have been
on the rise over recent years due to the popularity and success of
deep learning models that have achieved competitive results in a
number of SA tasks [58]. Classification accuracy for binary SA tasks
such as movie reviews are particularly successful with the high-
est accuracy achieving 82.2%, when applying traditional machine
learning techniques [53]. The reviewers of the annual SemEval
shared task [58] have also noticed an increase in deep learning
techniques used for SA task, where almost half of the submissions
used some form of deep learning. Furthermore the winning team
of the overall classification task achieved an accuracy of 68.1% [16]
by utilising deep learning techniques [58]. It is important to note
that deep learning approaches rely heavily on word-embeddings,
which represent words based on their co-occurrence with each
other in a vector [65]. Deep learning approaches also rely heav-
ily on annotated and high volume datasets [33]. Therefore it has
been argued that these methods do not perform as well on smaller
'linguistic units' such as sentences or clauses as semantic value can-
not always be derived from the frequency of lexical items or their
co-occurrence with each other [20].

SA has also been applied in medical settings [29], where research
is not only limited to suicide note analysis but also other healthcare
settings such as patient’s opinions or emotions towards a service
or treatment. Overall, research in the field of SA has become in-
creasingly interested in looking at content created online that may
solicit need for help [42] or detecting mental health issues [60].
Work by [19] has looked at identifying suicidal ideation on twitter
by using lexical, structural and sentiment features. In their study
they used traditional machine learning algorithm and achieved an
F-measure of 0.728.

2.2 Work on suicide note classification
The analysis of suicide notes has been used in various academic
settings such as psychology or forensic linguistics in order to either
identify the genuineness of a suicide note or to predict the state of
mind of a note writer. It has been argued in previous research that
our drive or motivation affects the way in which we communicate
and therefore it is believed that our spoken and written language
represents those shifting psychological states [51]. This argument
has been taken further by [28] who suggested that there is a shift
in one’s linguistic expression due to the aroused cognitive state
suicidal individuals’ experience.

One of the settings in which the validation of a suicide note
is important is in court cases or hearings where expert evidence
is given by professionals such as forensic linguists to verify the
author of the note or its genuineness [27]. Another field where
the analysis of suicide notes is crucial is psychology, where one
of the most commonly cited studies has been conducted by [64].
In their study they collected a corpus of 33 genuine suicide notes
and another set of 33 suicide notes that were forged. Their analysis
showed that there was a clear difference in language used, which
made the genuine notes distinctive when compared to the forged
notes. This study has been used as a foundation for many other
studies afterwards [63] and researchers such as [52] have compared
this set of suicide notes with a set of normal letters to friends. These
studies have been taken further recently by [55] who also used this
set of suicide notes and hypothesised that when applying the set to
a machine learning algorithm it would outperform mental health
professionals in classifying suicide notes correctly. Amongst other
things they annotated the suicide notes with emotions and found
that the machine learning algorithms were classifying the suicide
notes as well as humans. It is predicted by [55] that the results of this
study and further studies can be used in various decision making
settings such as clinical assessment of suicide attempters when
being admitted to hospital as well as to eliminate ‘malingerers who
feign psychiatric illness for ulterior motives’. Furthermore it has
been argued by [30] that there is a need for ‘automatic procedures
that can spot suicidal messages and allow stakeholders to quickly
react to online suicidal behaviour or incitement’. Work by [36] has
conducted a qualitative analysis on 145 tweets that were posted 24
hours prior to a girls death on the popular micro-blogging platform
Twitter. In their study they used a number of different linguistic
and sentiment measurements and argued that this kind of work
‘permits to study the mind of suicides as they approach their act.
It allows us to monitor short-term indications of future suicidal
behaviour’.

Over the years there has been much research conducted into the
accurate classification of suicide notes, with most of them using
traditional supervised machine learning methods. Particullary the
work of [56] has been influential in the field and in their study
theyt have found that there are fifteen different emotional concepts
which prove to be significant in identifying genuine suicide notes.
These fifteen emotions will be used as a guideline for the sentiment
classification experiment in this article. These fifteen sentiment
features have also been used by [67] in the i2b2/VA/ Cincinnati
Medical Natural Language Processing Challenge. The aim of the
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challenge was to develop a model which could automatically iden-
tify emotions on sentence level of a suicide note. The hybrid model
developed by [67]) achieved an accuracy of 61.39% in detecting
emotions using various techniques such as machine learning based
emotion classification. The result of this experiment shows that it
is possible for a machine to correctly identify emotions in suicide
notes. It is argued in their paper that one of the key factors for
successful identification of emotions is to split the 15 pre-specified
emotions into three different classes. More recent work has focused
on combining both sentiment and linguistic features which led to
the applied machine learning accuracy to achieve an accuracy of
86.6% [61].

The following experiment series aims to explore whether it is
possible to use unannotated and unsupervised learning models and
still accurately distinguish three types of corpora from each other.

3 DATA COLLECTION
Three different corpora were used for our experiments, which
were taken from three different sources. All corpora have been
anonymised in order to protect the authors identity and those men-
tioned in their communication, which includes any places, names
or references to identifying information. The examples of notes
below have been chosen for their brevity, many of the notes in the
corpus are of greater length.

Genuine Suicide Notes (GSN) This corpus had been collected
from various sources including newspaper articles and already ex-
isting corpora from other academic resources such as [64], [45] and
[31]. The copies obtained from online sources such as newspapers
were only used if a full copy of the genuine note was present. The
suicide notes collected from online sources included [9] , [10], [7],
[1], [8] and [3].

Figure 1: Example of a suicide note.

Love Posts (LH) This datasets has been collected from public
post of the Experience Project website. The love corpus was col-
lected from the thread ‘I Think Being In Love Is One Of The Best
Feelings Ever’ [6] and ‘I SmileWhen I Think Of You [5]. This corpus
was chosen as it could be argued that this corpus would demon-
strate the opposite type of emotions used in the GSN corpus, which
could also lead to a change in the language used within the posts.

Figure 2: Example of a love note.

Depression (DL) This dataset was also collected from the public
section of the Experience Project website. The depression corpus

Corpora GSN LH DS
Word count 137.77 65.12 112.37
Av. Note Length 144.60 70.78 120.85
Av. Sentence Length 15.0 12.0 15.0
Allness Terms 123 85 113
Cognitive Processes 12.36 15.05 16.95
Characters 773.97 340.35 614.63
Nouns 27.29 10.00 16.25
Verbs 25.83 12.96 23.28
Adjectives 7.23 4.11 6.56
Adverbs 8.01 4.88 9.86
Pronouns 20.13 10.57 15.80
Lexical Diversity 6.56 6.15 7.13
Table 1: Linguistic Features across all three corpora

was collected from the group ‘I Fight Depression And Loneliness
Everyday [4]. The Depression corpus was collected as it may be
close in the emotions and language usage to the suicide note corpus.

Figure 3: Example of a depressed note.

4 CORPUS ANALYSIS
The following sections aims to give a better insight into the three
corpora and show how previous work has used hand-crafted fea-
tures for distinguishing suicide notes from other corpora.

4.1 Linguistic Features
Suicide note research has not only focused on the sentiment con-
veyed in notes, but also on linguistic[52] and content [37] features.
Research conducted by [43] used Receiver Operating Characteristic
(ROC) Analysis to distinguishing genuine and forged suicide notes
from each other, yielding an average accuracy of 0.82 AUC. Other
work conducted by [61] has found that using a combination of both
linguistic and sentiment features achieves an accuracy of 86.61% by
using a logistic model tree (LMT). This result was also benchmarked
against a J48 decision tree (78%) and a Naive Bayes classifier achiev-
ing an accuracy of 74%. The following analysis gives an insight into
the linguistic composition of our three different corpora and how
the content relates to previous findings.

Average note length. In Table 2 we can see the average number
of grammatical and content features for each post or note for each
dataset. The first feature to be analysed will be the length of the
each individual note collected as it is argued by [35] that suicide
notes are greater in length due to the fact that the suicidal individual
wants to convey as much information as possible. This is due to
the note writer’s feeling that they will not have time to convey this
information at a later point [35]. Table 2 also shows the overall
length of each corpus which is then divided by the number of
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notes collected in order to compute the average length of each note.
Research by [35] proposes that because there is a high amount of
important information a suicidal individual wants to write down
before their imminent death, which results in an overall greater
length of communication. Another feature demonstrated in Table 2
is the length of communication overall in all three corpora. This
observation proves to be true for the three corpora analysed as
there is a significant difference between the lengths of the three
corpora. In addition to that it can be seen that the corpora differ
significantly in the average length per note and the notes of the
GSN corpus is almost double in length compared to the LH corpus.
When looking at the word count for the four different corpora it
becomes apparent that there the GSN corpus has by far the highest
average word count and length per note. Research by [35] gives
two main reasons for the greater length of communication: Firstly
he argues that suicide notes are greater in length due to the fact
that the suicidal individual wants to convey as much information
as possible. Secondly it is believed that the note writers feels that
they will not have time to convey this information at a later point.

Average Sentence length. The next feature to be analysed is the
average sentence length (ASL) of a note and the software LIWC [54]
has been used for analysis. It is argued by [52] that in a genuine
suicide note the ASL is shorter and that there is a higher focus
on conveying the most important facts. Therefore it has been ob-
served that there is usually a small amount of adjective or adverbs
in genuine notes [52] . A similar observation was made by [49] who
argues that in a higher cognitive state such as high levels of arousal
a person focuses on providing only essential information. Table 2
compares the ASL across all three corpora. The GSN corpus and the
DL corpus have scored the same results in testing for ASL. One ex-
planation for this may be found when looking at [12] who explains
that it has been proven for a long time in clinical settings that there
is a similarity between the state of mind of a suicidal person, who
can also experience depression. When comparing the LH corpus to
the other two corpora it becomes clear that although the number
of tokens in the corpus is smaller, the sentence length is almost
as high as the one of the GSN and DL corpora. It could be argued
that this phenomenon may be due to a higher amount of adjectives
used in a sentence, which will be tested at a later point. In addition
to this, it has been argued that people who communicate under
stress tend to break their communication down into shorter units
[52]. The research however suggested that there is no significant
difference in the overall length per unit when comparing suicide
notes to regular letters to friends and simulated suicide notes [52].

Nouns. We use NLTK’s Part-of-Speech Tagging to identify the
linguistic characteristics [18]. Research has suggested that individ-
uals who commit suicide tend to use more nouns and verbs in their
notes [35] and only a small amount of adjectives and adverbs [52].
In addition to that [43] state that a person who is going to commit
suicide is under a higher drive and therefore it is more likely for
them to reference a high amount of objects (nouns) compared to
any other type of word such as verbs. This has also been supported
by other studies which found that under higher degrees of stress
the ability to retrieve nouns tends to stay the same whereas the re-
trieval of verbs was less successful [38]. When looking at the other
three corpora for comparison it can be seen that this is not true

for either the LH or DS corpus, however it is true for the Twitter
corpus. Therefore it could be argued that the people whose posts
have been collected for the DS and LH corpus are under a lesser
degree of stress. Another reason why this might be the case is that
the amount of verbs is only higher than the amount of nouns in
the LH and DS corpus.

Verbs. Another feature to be included is the number of verbs used
in the three corpora. Table 2 compares the average number of verbs
per note in each corpus. Although [43] argue that there is a high
number of verbs in the genuine suicide notes compared to forged
notes and it can be seen that the GSN corpus has the lowest amount
of verbs present. As the number of verbs is compared to the number
of adjectives and adverbs in [43] study, it can be seen that their
findings concur with the ones for this corpus as in every corpus
the number of verbs is higher than the adjectives and adverbs on
their own or combined; however it has to be noted that this proves
to be true for all three corpora.

Adverbs and Adjectives. Adverbs have been defined as [39] as
a ‘lexical modifier of a non-nominal head’. It could therefore be
argued that seen as the number of verbs is already decreasing in
people who would like to commit suicide tend to not use many
adverbs either. On the other side adjectives are used to modify
nouns [15] The highest in amount of adjectives can be found in
the GSN corpus whereas the lowest is found in the Twitter corpus.
This might be due to the fact that there is already limited space to
convey a message in a single Tweet and therefore people tend to
use less amplifying language.

Allness Terms. Furthermore it has been suggested by [51] that
when a person is a highly emotional they tend to polarise or com-
municate points in a more extreme manner. They have called these
words ‘allness terms’ and therefore the usage of the following terms
(Table 2) has been explored in the three corpora using [18]. It can be
seen that the GSN corpus has the highest amount of allness terms,
whereas the LH corpus has the lowest. These findings concur with
the previously mentioned study by [52] and it could be argued that
the DL corpus is scoring in the middle because people who wrote
in it may be in an emotionally similar state, but still not to the same
extent as writers of suicide notes.

Cognitive Processes. Another feature has been proposed by [35],
who suggested that there is a lower amount of cognitive processes
identifiable in a genuine suicide note as the writer has already
finished the decision making process. Moreover [35] argued that
this was done by identifying the number of cognitive process words,
which would be higher in simulated notes as the writer would still
try to justify his or her choice. Therefore [54] has been used in order
to identify the cognitive process in every individual note of each
corpus. For comparison purposes the results of each corpus have
been added up and then divided by the number of notes collected
to identify the average amount of cognitive activity per note (Table
2). It can be seen that the GSN corpus has the lowest cognitive
activity per note compared to the other two corpora. The highest
amount of cognitive processes was found in the DL corpus and
it could be argued that this is due to the note writer is still in a
process of making a decision or evaluating a situation. This analysis
validates [35] ’s theory and also suggests that there is a significant
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difference between notes of the GSN and DL corpus in terms of
cognitive activity. Furthermore [41] found in their study that there
is a lower amount of cognitive processes in suicide notes compared
to simulated suicide notes.

Pronouns. Furthermore it has been stated by [46] that there are
more references to other people in genuine suicide notes. This was
measured by using pronouns in order to determine whether there
are any significant differences. All personal pronouns will be used
for comparison with NLTK. The personal pronouns referring to
oneself are marked as ‘self’, pronouns referring to other people will
be called ‘other’ and those referring to a group in the first person
plural will be classed ‘both’. As it can be seen in Table 2 there is
a higher reference in each corpus to oneself compared to others.
Therefore the findings of [46] do not prove to be true for the data
collected in this dissertation. It could be however argued that due
to the amount of pronouns used in the three corpora that there are
differences which may be useful to further investigate in order to
analysis whether the overall usage of pronouns is significant on
an individual note level. The average amount of pronouns used
per note in each corpus proves to be significantly different as the
usage in the DL corpus is almost half of the amount used in the
GSN corpus (Table2).

Lexical Diversity. Another feature described by [52] in their study
showed how they used Type/Token Ratio (TTR) to discriminate
between suicide notes and regular letters written to friends. TTR
is computed by dividing the number of individual words by the
number of total words in a corpus. They have found that due to the
heightened cognitive state of mind of a suicidal person, there should
be a lower TTR ratio in suicide notes than in letters to friends. This
process has been called Lexical Diversity in [18] and has been used
to compute it for all three corpora. Although it has been argued
previously that people intending to commit suicide can demonstrate
similar behavioural patterns like people who suffer from depression,
it can now be seen that there is a significant difference in howmany
different words they use in a note (Table 2). It can also be seen that
the LH corpus is less lexical diverse than the GSN and DL corpora.
One explanation for this phenomenon could be due to the fact that
the LH corpus is shorter in length and therefore the number of
individual words is lower compared to the other two corpora.

Corpora GSN LH DS
Work 1.28 0.49 0.97
Leisure 0.55 0.31 1.03
Home 0.53 0.22 0.51
Money 1.45 0.27 0.30
Religion 0.88 0.3 0.09
Death 0.74 0.01 0.64

Table 2: Average reference to topic per note

4.2 Sentiment Features
Substantial research has been conducted on the emotional words
of people who contemplate suicide or have committed suicide [46]

Figure 4: Distribution of Emotion across all corpora.

over many years. This research also included the sentiment con-
veyed in suicide notes and [56] has argued that a total of fifteen
different sentiment features are most significant to suicide notes.
Table 1 shows the number of sentiment features occurring in H%
of in each of the dataset, whilst Figure 11 shows a distribution of
all features across all corpora.

Corpora GSN LH DL
Instruction 15.23 1.93 2.39
Information 41.55 44.74 53.85
Anger 4.65 0.35 5.05
Fear 1.55 2.11 2.94
Blame 2.00 0.18 2.94
Hopelessness 6.26 0.70 10.37
Abuse 0.13 0.18 0.09
Sorrow 5.94 4.56 17.06
Guilt 4.39 1.93 0.09
Thankfulness 2.26 2.98 0.28
Forgiveness 2.65 0.00 0.09
Hopefulness 2.32 1.93 3.03
Love 10.13 9.30 0.55
Pride 0.32 2.11 0.46
Happiness 0.65 27.02 0.83

Table 3: Sentiment features in % across all three corpora

There are some general observations to be made about the emo-
tion distribution in the three different corpora. It can be seen in
Figure 4 that all emotions are present in the GSN and DL corpus,
however not all emotions are present in the LH. It could be argued
that the incompleteness of all features in the LH corpus is to be
expected as the sentiment features were designed for a specific
domain. However, it is interesting to note that all sentiment fea-
tures are present in the GSN and DL corpus, which could support
the hypothesis that sentiments in both corpora are close. An im-
portant observation has been made by [45], who argues that there
is a greater confusion of emotions in suicide notes. This may be
one of the reasons why the different emotions, occur with a higher
percentage in the GSN corpus and less or not at all in the other two.
[2] describes on their website typical feelings people experience
when suffering from depression such as hopelessness, sorrow as
well as anxiety. These emotional concepts match the ones primarily
found in the DL corpus and therefore it could be argued that overall
the emotions found in the individual corpora demonstrate that the
collected notes reflect the purpose of each individual corpus.
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Information is the one feature which is the largest in percentage
and present in all three corpora. This may be due to the fact that
the clauses labelled with the concept of ‘information’ are mainly
descriptive and let the reader know things such as where a specific
item is placed [67]. Furthermore the results of the GSN corpus
correspond to the findings of [46], who argue that there is a high
likelihood that a person leaves instructions behind for the survivors.
Additionally [32] has found that 60% of people convey their love for
those who they leave behind in a suicide note, which would explain
why the emotional concept of love is so prominent. On the other
hand it has been argued by [17] that the emotions happiness and
love are closely related to each other because sharing intrinsically
valuable activities with a loved one can generate happiness on both
sides. Therefore it could be argued that it is logical that besides the
feature information, love and happiness are the two best performing
emotions in the LH corpus. Additionally, it has been found by
[36] that positive emotions increase when a person is close to
committing suicide. The concept of forgiveness is not present in
the LH corpus, which might be due to the fact that people in this
domain mainly write about positive experiences and therefore are
less likely to be in a position where they would need to apply it.
Figure 4 demonstrates the similarities and differences of the corpora
when compared.

5 LEARNING MODEL
Our primary model in this study is the Long short-term memory
(LSTM) given its suitability for language and time-series data [40].
We compare a standard LSTM with an LSTM that adds a bidirec-
tional layer and attention. An illustration of our model is shown in
Figure 5.We feed into the LSTM an input sequence x = (x1, . . . ,xN )

of words in a note alongside a label y ∈ Y denoting a dataset from
[‘GSN’, ‘DE’, ‘LOVE’]. The LSTM learns to map inputs x to outputs
y via a hidden representation ht which can be found recursively
from an activation function

f (ht−1,xt ), (1)
where t denotes a time-step. Examples of activation functions are
sigmoid, tanh or ReLU, the best tends to differ per learning task.
During training, weminimise a loss function, in our case categorical
cross-entropy as:

L(x ,y) = −
1
N

∑
n∈N

xn log yn . (2)

LSTMs manage their weight updates through a number of gates
that determine the amount of information that should be retained
and forgotten at each time step. In particular, we distinguish an
‘input gate’ i that decides howmuch new information to add at each
time-step, a ‘forget gate’ f that decides what information not to
retain and an ‘output gate’ o determining the output. More formally,
and following the definition by [34], this leads us to update our
hidden state h as follows (where σ refers to the logistic sigmoid
function and c is the ‘input gate’):

it = σ (Wxixt +Whiht−1 +Wcict−1 + bi) (3)
ft = σ (Wxf xt +Whf ht−1 +Wcf ct−1 + b f ) (4)

ct = ftct−1 + it tanh(Wxcxt +Whcht−1 + bc) (5)
ot = σ (Wxoxt +Whoht−1 +Wcoct + bo) (6)

ht = ot tanh(ct ) (7)

Bidirectional/Attention. Despite their success at modelling se-
quential data, LSTMs typically predict outputs only from past se-
quences. To address this limitation, we add a bidirectional layer to
our model which concatenates the forward state and the backward
state into a single vector [62], thus considering the best output
prediction based on both x0 . . . xt−1 as well as xt−1 . . . x0. We fol-
low the implementation by [68], who argues that not all words are
equal to a sentence meaning and therefore introduces an attention
mechanism. The use of attention has yielded significant increase in
document classification accuracy for a number of tested datasets
[68]. We used [14] attention mechanism, which allows access to a
weighted distribution over the input state during prediction making
in addition to the hidden state and often leads to better results for
longer sequences.

Figure 5: BiLSTM with Attention.

6 EXPERIMENTS AND RESULTS
For our experiments we used word-embeddings [47] as our input
features into the learning model. All word-embeddings were pre-
trained on our own dataset with the word embedding dimension set
to 100 and the maximum number of most common words was set to
5000. Furthermore, we use 80% of our data for training and 20% for
validation. All sentiment features are the same features discussed
in section 4.1. All experiments were conducted using Keras [24],
including a custom attention layer. To assess the importance of
different features, we design three experiments:

(1) Classification based on word features only.
(2) Classification based on sentiment and word features.
(3) Classification based on sentiment features only.
Figure 6 shows mock examples of the data used in the experi-

ments. All result are summarised in Table 4. As we can see, the best



Unsupervised suicide note classification WISDOM’18, August 2018, London, UK

Figure 6: Mock examples of the data used in the three Ex-
periments

results are achieved by the biLSTM model with attention based on
sentiment features only. Classification from text and sentiments is
second best, while text only is only slightly worse than using both
text and emotions. Overall it therefore seems that hand-labelled
emotions are important to make accurate predictions, however,
classification from unlabelled data is still significantly better than a
majority baseline of 33.33%. In the following, we provide an analysis
of the result on text and emotions and emotions only to shed some
light on relevant features and patterns.

Experiments text and emotion features. The results below show
that learning with unannotated data is possible (see Table 4), achiev-
ing an accuracy of 55.00% with a vanilla LSTM and 75.95% with the
bi-directional LSTM with Attention. These results are especially
encouraging as to the best of our knowledge no previous research
has been conducted that has avoided any kind of data annotation
for suicide note classification. The results achieved with the Bi-
directional Attention LSTM are encouraging as they are exceeding
those of [67], who achieved 61.39% accuracy using traditional ma-
chine learning techniques in a hybrid model, such as Support Vector
Machines and Naive Bayes. This result also shows that emotion
features are important and relevant to more accurate classification
of suicide notes. Figures 7, 8, and 9 show example predictions for
each category illustrating prediction making.

Figure 7: Prediction example for DL corpus.

Figure 8: Prediction example for LH corpus.

Experiments with emotion sequences. This experiment was in-
spired by the observations made in [36], where qualitative reports
indicated that positive emotions increase the closer a person gets to
committing suicide. Therefore we removed all textual data from the
data and only used emotion features in the sequence that they occur
within a note. This hypothesis might also explain why emotions
such as love are occurring more frequently in the GSN corpus com-
pared to the other two corpora. In order to further investigate this

Figure 9: Prediction example for GSN corpus.

phenomenon we chose ten random notes from each corpus and vi-
sualized the emotion sequences using heatmaps. Figure 9 describes
the key we used to represent emotion categories numerically, where
all light coloured emotions could fall into the category ‘negative’
and all darker coloured emotions fall into the category ‘positive’.
Due to the varying length of individual notes a place-holder has
been assigned to the number 16.

Figure 10: Key for emotion labels in heatmap.

The results displayed in Figure 10 show for the DL corpus that
there is not a large variety of different emotions in the selected
examples and would mostly fit into the category of ‘negative’ emo-
tions such as sorrow or anger. However, due to the nature of the
notes collected for this corpus it was to be anticipated that most
emotions would be negative. A similar principle applies to the re-
sults shown for the LH Corpus, where the majority of emotions
could be labelled ‘positive’, with only a small amount of variation
throughout the notes. Finally, the results for the GSN demonstrate
that there could be some evidence for the hypothesis made by [36].
Many of the emotions that appear towards the end of a note could
be labelled ‘positive’, whereas the lighter colours at the start of each
note indicate more ‘negative’ emotions.

7 CONCLUSION
Overall our results show that it is possible to accurately classify
both unannotated data and emotion category annotated data using
unsupervised deep learning methodologies and achieve accuracies
that are close to results achieved by traditional machine learning
algorithm. This may lead to some interesting discussion about how
important hand-crafted features are overall when considering the
amount of time and money is used to develop these. However, it is
important to still explore these features as our analysis of sentiment
and linguistic features have also shown that there are significant
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Model Text only Text and emotion Emotion Sequences
Majority 33.33% 33.33% 20.46%
Vanilla LSTM 53.77% 50.00% 57.55%
BiLSTM with attention 69.41% 71.76% 75.29%

Table 4: Experiment results comparing a vanilla LSTM with a bidirectional LSTM with attention for classification from text
only, emotions only and text and emotions. All results are in accuracy in %.

Figure 11: Heatmap illustrating emotions in examples from
DL, LH and GSN corpora.

differences when comparing suicide notes to other types of dis-
course. These features might give us more conclusive proof of what
makes a suicide note and how further exploration of especially
sentiment features could lead to more accurate identification of sui-
cidal ideation. In addition to this our experiments have shown that
there sentiment features contribute to the accurate classification of
suicide notes. Furthermore, we have shown that one can accurately
classify just the emotion labels used in the data. We used heat-maps
to further shed light on this point and provided initial evidence to
the hypothesis. This could mean that there is some importance in
how often and in which order emotions occur in suicide notes. In
addition to this we have also observed that classification accuracy
can be improved by using more tailored learning models.
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